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GST: Ground station, GW: Gateway, RAN: Radio access network, UE: User equipment
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Network control plane
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1. Network service creation interface (R Q@)
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2. Resource control interface (Z&#D)
INEEUNTND R T—VERE LV EERZHEL. SL\QoSZEIRIL I H-OIZERAINS

3. Performance and resource monitoring interface (%t @)
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# Example of network service creation parameters

. — T — 1 {"network service name/ID": "testl",
’f /9 P Z@ﬁ] "network service informations": [
{
"service type name": "video-medium",
. . "service type/5QI": "1",
Network service creation interfaces (FZ#tD) "total traffic rate (UL)": "4@",
"total traffic rate (DL)": "40",
http://<IP address>:8888/network-configuration "NTN segment latency limit": "@.1%},
}
Network resource control interfaces (;éﬁ;ﬁ@) # Example of resource control parameters
{'upfname': 'upfl',
http://<IP address>:8888/resource-control 'action_type': 'decrease',
'resource': 'number_of_cpus',

'quantity': -1},

}

# Example of ntn data collection

{"network_service_name_ID":"testl","ntn_routes":[{"a

ctual_throughput":1152.0,"assigned_bandwidth":"40000

nterf . .0","direction":0,"latency":63.27950102769918, "node_

intertace: id_1":"NRUE-1-1","node_id_2":"DN-1-

http. // 192.168.149.17: l99®/p10t/ntn 1" ,"ntn_hops":6,"requ1 red_traffic_rate" :40.0,"route_
latency":0.06327950102769918, "route_throughput":40.0
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}

Resource monitoring interfaces (%if@)

http://INCF_HOST:1990/plot/[dn|ntn|5gc]
Example of ntn monitoring data collection
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INCA Experimental system overview
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A) Control operation
visualization

(1) End-to-end network topology
(2) Control message flow

(3) TN/NTN monitoring graphs
(4) NTN paths

B) Application
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* Objectives: Demonstration of INCA’s features of (a) network service creation with appropriate amount of TN/NTN resources based
on QoS requirements, (b) dynamic control of TN/NTN resources to maintain QoS.

* Two sets of visualization are used:

A) Control operation: Resource control signaling flow and network monitoring graphs shown on INCA-GUI screen.
B) Application QoS: Video application quality change and related QoS parameters (throughput, latency, jitter) shown on UE (PC)

screen.
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A) Control operation visualization: N(I§7?

(1) End-to-end network topology
(2) Control message flows

INCA-GUI

INCA \

Control message flow
@ End-to-end network topology @ 9

displayed on web browser of INCA-
GUI.

- Alinear topology containing UE
and 5GC (Edge) & RAN, NTN, )
5GC (Central) and DN segments ) — A

UE

Controllers

@ Control message flows

p /(x)
A
- Showing control message flows k '“ 5GC Edge &

from INCA to controllers of
individual network segments

(1) End-to-end network topology

NTN paths are shown in more detail in
a separate window (shown in next slide)
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A) Control operation visualization:

(3) TN/NTN resource monitoring graphs

/vC/g/r)

Using Grafana to visualize time-series monitoring data of TN and NTN network segments.

1. TN monitoring data (i.e., DN and 5GC network functions monitoring data) include:
(a) CPU utilization, (b) memory utilization, (c) bandwidth (tx, rx) utilization

2. NTN monitoring data include :
(@) NTN path bandwidth (throughput), (b) NTN path latency, (c) number of NTN hops

INCA-GUI

TN monitoring graphs
(Bandwidth, memory, CPU utilizations)

(f \f\
}Fﬂn

NTN monitoring graphs
(NTN path bandwidth, latency, number hops)

11



A) Control operation visualization:
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(4) NTN paths

INCA-GUI

NTN topology changes frequently when:
a)INCA sends resource control message (to increase NTN bandwidth, with
given latency)
-

b)NTN nodes (satellites) move

NTN path example screenshots
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B) Application QoS visualization: N@TJ

(1) Video application and (2) QoS graphs

MPEG-DASH video played in UE -> shown in
a big screen

@ Video quality changes (from high to low, Eeen Controllers [N - pa- pE-

shown by red arrow 1) as congestion =
occurs in network (TN and NTN). Video N i — @ =% — - — _JE
quality returns from LD to HD after —
bandwidth control (shown by red arrow 2) UE ;iﬁ Edge & NTN igr(\:tral o
NOTE: Congestion is created in TN/NTN

by adding background traffic to 5G UPF

(user-plane function) and NTN path.

@ Video QoS graphs are also shown,
graphs show: (a) end-to-end throughput,
(b) latency, (c) jitter.

High Definition
(HD)

Video quality returns to
HD from LD after —>\ 2
bandwidth control

@ Application QoS parameters dynamic
graphs (throughput, latency, jitter)

Video quality changes from HD to
LD due to bandwidth congestion

=== Low Definition
: (LD)
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Summary and future work
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