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Introduction to iICAIR:

Accelerating Leading Edge Innovation
and Enhanced Global Communications
through Advanced Internet Technologies,
In Partnership with the Global Community

 Creation and Early Implementation of Advanced Networking
Technologies - The Next Generation Internet All Optical Networks,
Terascale Networks

 Advanced Applications, Middleware, Large-Scale Infrastructure, NG
Optical Networks and Testbeds, Public Policy Studies and Forums
Related to NG Networks

« Three Major Areas of Activity: a) Basic Research b) Design and
Implementation of Prototypes c) Operations of Specialized
Communication Facilities (e.qg., StarLight)
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Advanced Communications Research Topics

Many Current Topics Could Be Considered “Grand Challenges” In
Communications

Scaling the Internet from 1 Billion (Current) to 3 Billion (Future)
Improving the Current Internet (Removing Limitations, Adding
Capabilities)

Migrating Services from Layer 3 Only to Multi-Layer Services,
Including L2.5, L2, L1, e.g., Lightpaths

Creating a New Architecture

Migrating Architecture from “Network Centric” Models to
“Facilities Centric” Models

The New Architecture Is Not a “Network” Design But Instead is A
Highly Distributed Facility That Can Change Instantaneously —
Ultimately In Picosecs

— Discoverable Resources
— Programmable

— Reconfigurable

— Segmented

— Deterministic

— Etc
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Motivation for New Communications Architecture

 Traditional Networking Architecture and Technology Are Oriented
to Supporting A Relatively Few Communications Modalities e.g.,
Voice, Video, Common Data, for a Very Long Time (Many Years...).

 Traditional Networking Infrastructure Is Too Rigid Too
Accommodate Change Quickly

o Current Infrastructure Cannot Meet Many Emerging Requirements
for 215t Century Services

« A Fundamentally New Architecture is Required

A New Architecture Will Replace The Traditional Network With a
New Communication Services Foundation —a Highly Distributed
Facility That Can Support Multiple Networks With Different
Characteristics Each Supporting Multiple Highly Differentiated
Services

Q ST/ RLIGHT"



Related To Macro Trends In IT Architecture

o Services Oriented Architecture (SOA)

e Services As Platform

« Web 2.0

« BPEL Processes (Service Creation, Integration)
 Highly Distributed Systems

 Enabling Customization At Distributed System Edge

 Discovery, Configuration, and Integration of Advertised
Services, Middleware, and Other Resources, Including
Core Resources

e Network 2.0 => Communications Infrastructure 2.0
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Next Generation Communications

« A Key Resource ="*“Intelligent” Processes

— Next Generation Distributed Facilities Will Support
Multiple, Simultaneous Differentiated Data Streams That
Can Be

Individually addressed as separate traffic flows
Individually characterized (deterministic)
Dynamically recharacterized

Scaled to include many large volume streams without
negative consequences to other traffic

Optimized to enable significantly more use of bandwidth
capacity than is possible with traditional methods

Characterized to support extremely low latency and
minimal delay

Provided with enhanced security
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Paradigm Shift — Large Scale Distributed Facility vs Separate
Component Resources — Communication Services View

Tradittonal Communication

Services: Distributed Resources, Dynamic
Invisible, Static Resources, Services,
Centralized Management, Visible & Accessible Resources,
Highly Layered Integrated As Required, Non-Layered

Invisible Nodes,
Elements,
Hierarchical,
Centrally Controlled,
Fairly Static

Limited Services, Functionality, Unlimited Sle::\é;s;sl;tl\:/unctlonallty,

Clavihilityv,
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A Next Generation Architecture: Distributed Facility

Enabling Many Types Network

Environment: VO

Environment: Real Orgl

Environment: Intelligent
Power Grid Control

Environment: RFIDNet

Environment: Bio Org

Environment:
Large Scale System Control

Environment: Global App

D 4

SensorNet HPCNet

MedNet
RFIDNet

BioNet

MediaGridNet

A=

v

FinancialNet

Environment: Sensors

Environment: Real Org

Environment: Real Org2

Environment: Gov Agency

Environment:
Control Plane

PrivNet

Environment: Lab

Environment:
International Gaming Fabric

Q— Environment: Financial Org
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HP Communication Challenges and Opportunities

Part 1: Challenges

* HP Communication Challenges
— Currently, High Performance Service Requirements Do

Not Integrate Well With Existing Architecture and
Technology

— A New Architectural Design Is Required - Based on

Existing and Emerging Primitives/ Components,
Including:

« New Control and Management Planes

« Enhanced Dynamic Provisioning

« Paths and Edge Points Addressing

o State Information Services
 Performance Assurance and Monitoring

 Optimizing Finite Network Resources
 New Services, e.g., L1/L2 “Multicast”

ST
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HP Communications Challenges and Opportunities Part 2:
Opportunities

« HP Communications Opportunities

— New Architectural Design - Based on Existing and Emerging
Primitives/Components With Additional Considerations

— Today Prototypes Can Be Created

« No Compromising Requirements To Conform to the Restrictions
of Traditional Infrastructure

« Utilizing Existing, Emerging, and New Technologies and
Techniques

 Many Existing and Emerging Primitives/Components Can Be
Integrated Into Powerful Capabilities Today To Design and
Implement Specialized Networks

 Many Traditional Barriers To Designing and Implementing This
Type of New Service Can Be Addressed Including Issues Related
to:

— Existing Services
— Existing Infrastructure
— Economics
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Many Building Blocks Exist Today

Dynamic L2 and L1 (Lightpath) Allocation and
Adjustment

Advertisement of Persistent and Dynamic Large Scale
L1/L2 Resources, Discovered (via Discovery
Mechanisms), Provisioned, Configured Reconfigured In
Real time, In Response To Changing Requirements

Edge Device Addressing, Path Addressing
“MAC DNS”

“L1 (Optical) DNS”

Integration of WAN and LAN Paths
Application APIs for Path Control

Policy Based Access Mechanisms

L1 New Control Plans (eg, GMPLS Based)

L2 Multicast of Large Scale Streams — eg, By
Parameters Established Through Device Control
Systems

L2 Techniques for Network Segmentation

ST “RLIGHT"



Key Standards Organization Activities

 |EEE Developing Hierarchical Architecture

— Ethernet Architecture = Current Lack of Hierarchy

— Network Partitioning (802.1q, VLAN tagging)

— Multiple Spanning Trees (802.1s)

— Segmentation (802.1ad, “Provider Bridges”)

Enables Subnets To be Characterized Differently Than Core

. IETF Architecture for Closer Integration With Ethernet

— GMPLS As Uniform Control Plane

— Generalized UNI for Subnets (GMPLS UNI)

— Link State Routing In Control Plane

— TTL Capability to Data Plane

— Pseudo — Wire Capabilities

— Major Implications for Recovery/Restoration
e |TU

— ITU-T SG Generic VPN Architecture (Y.1311)

— Service Requirements (Y.1312)

— L1 VPN Architecture (Y.1313)
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IEEE L2 Scaling Enhancements

 |EEE Developing Hierarchical Architecture for Ethernet

 This Architecture Enables Differentiations in Segments (Including
Subnets) To Allow Characterization Separate From Core and
Enhanced Virtualization
 Key IEEE Standards Include:
— Network Partitioning (802.1q, VLAN tagging)
— Multiple Spanning Trees (802.1s)
— Segmentation (802.1ad, “Provider Bridges”)
— MAC-in-MAC (802.1ah “Provider Bridges”)
— MAC Bridges (802.1d)

« MEF Ethernet NNI (ITU G.8021/Y.1341)

 New Capabilities Include Direct Ethernet <& Optical Transport
Integration — As Well As Integration With External Signaling and
Control

Q ST/ RLIGHT"



MAC Bridges

« MAC Bridges

Provide Enhanced Virtualization

Enable Interconnected Edges Points To Appear As If They Are

on the Same LAN
Operate Below MAC Service Boundary

Are Transparent To Protocols Operating Above the MSB

Allow for;

* Interconnections of Multiple Edge Devices at Multiple Sites

o Scalability With Regard to Number of Devices
e Partitioning

» Policy Based Access Control (Security)
 Redundancy

» Etc.
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Ref: IEEE 802.1d, p. 32

Higher-Layer Entities

{Spanning Tree Protocol Entity, Bridge Mamagemenit, etc.)

LLZ Entities

MAC Enfity

(MAT method
Cependent Functions)

Inferna

Sublayer

enice

LLC Entities

4 MACHService

method

o
b ]

MAC Entity

(MAC method
Cependent Funclions)

PBs Enable SubFabrics Under Standard Protocols and Management Plane
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New Optical Control Planes

HPDnet U C . U U C U Y,
Server Service Layer, Policy Based Access Control, Client Message

Receiver, Signal Transmission, Data Plane Controller, Optical Layer Control Plane
Data Plane Monitor Ay
y 4 y 4 c
ontroller
Controller h} Controjer Controller "

T

Client
Data
Plane

Client hayer
Traffic P\ne

pE—— \
N\
Optical Layer — Switched Traffic (Data) Plane

Multiiservice: Unicast, BiDirectional, Multicast,
Burst Switching
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Multi-

Optical Core Net

HPDMnet Viu tl_-
Controller Domain

) oo Management
T Plane:
Access
\ Engineering
Restoration
L2 Fabric ;

¢ Performance
Data Plane —

Resource Use
Optical Transport

Audits

T e
T Control

Plane
Provisioning

, L1/L2 Path
Assignments
Stream
“Routing”

Optical Layer — Switched Lightpaths
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VS VS VS VS

Previously OGSA/OGSI, Soon OGSA/OASIS WSRF

Lambda Routing:
Topology discovery, DB of physical links

— Create new path, optimize path selection A r C h i teCt u re

Traffic engineering
ODIN Server Access Constraint-based routing

. O-UNI interworking and control integration
Creates/DeIeteg POIICy (AAA)_ Path selection, protection/restoration tool - GMPLS
LPs, Status Inquiry

GMPLS Tools (with CR-

LDP) System Manager
. i . Discovery
Discovery/Resource Process - LP Signaling for I-NNI Config

Attribute Designation, eg
Uni, Bi directional

. . . Interlink
LP Labeling
. S
Monitorin Link Group designatigns Stop/Start Module
— Resource Balance

Interface Adjustments

anager, Incl Link Groups Instantiation Communicate

Addresses

Resource Resource Resource rResource

rh »
Qeontrol Channel monitoring, physical fault detection, isolation, adjustment, connection validation eS T R L l G H T




Optical Dynamic Intelligent Network (ODIN)

Request Monitoring
Request
Acceptance
Address Processing
Service Discovery
Resource Release
Eial

v

Lighipath Routing Protocol LP Request Lighipath Distribution Protocol

Foute ('.‘-:-11'q1|<| Path Request Interface | Path Setup |
Response

LP ID and Eequess
Processing

Linl: State Stare Change

Advertisement DE MNotification M |Path Eeservation

A Changes
'P'-:-lmll:-g}' Max State MNotice | —— | State Notice | |f.'-:-1um-rti-:-11 Pr-:-ce-mhlgl
Path Up/Dows

Path State T T ConhegCantrol Request l T Notification

Optical Linlc Famlt
Management Protocol Notice Fault Detection - Connection

Functions Fanlt o Response hManagenmeant

Processing

Confisuration Mansageent
Path Connection g 1eng

Manageneat Optical §W
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<+—> |ntelligent Application/Process Signaling

Multi-Domain L1 Dynamic Provisioning

IAS
Server Multi-Domain Control Plane

Client Layer Control
Plane: Communications
Service Layer

Service Layer, Policy Based
Access Control, Client
Message

Receiver, Signal
Transmission, Data Plane
Controller,

Data Plane Monitor

Client

Data
Plane
Server

Optical Layer
Control Plane

Client Layer
Traffic Plage

o
X

Optical Layer — Switched Traffic (Data) Plane Multiiservice: Unicast,
BiDirectional, Multicast, Burst Switching

'—h | Multi-Domain Data Plane =
D, Q@IR ST “RLIGHT




One Example Consequence of New Model

 New Architecture and Related Technology Will Provide
for New Services and Capabilities That Are Not Possible
Today

« One Example is Next Generation Ubiquitous Digital
Media and High Performance Digital Media

o Services Will Include Services for Media Objects That
Do Not Exist Today, e.qg.,
— “Digital Media Mail,”
— Virtual Instruments Integrated with Media Services
— Extremely High Performance Digital Media
— 4k Digital Media
— “8k” Digital Media

Q ST/ RLIGHT"



Digital Media 2000 — L3 Based IETF DiffServ QoS (iGrid 2000

USA, Canada, Japan, Singapore, Netherlands, Sweden,
CERN, Spain, Mexico, Korea) iGRID 2000 Yokohama

GIDVN: Global Internet

Dlgltal Video Network

Digital Video Working Group, Coordinating

Committee for International Research Networks

CERN, Switzerland

APAN, Japan; KDD, Japan

APAN-KR, Korea; Seoul National University, Korea
SURFnet, The Netherlands

DFSCA-UNAM, Mexico

SingAREN, Singapore

Universitat Politecnica de Catalunya, Spain .
Royal Institute of Technology, Sweden N
Int’l Center for Advanced Internet Research

(iICAIR), Northwestern, USA

GIDVN projects have been enhancing media capabilities for the next-
generation Internet, enabling new applications to interoperate
throughout the world.

www.icair.org/inet2000
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High Performance Digital Media

Today Digital Media Is Special, Uncommon
In the Future, It Will Be Ubiquitous

3D, Full Color Interactive Digital Media Objects,
Not Simply Embedded in Apps, But Comprising
App Objects, e.g., Media Wikis, Personal Digital
Media Communications

Implication => Network As Digital Media Platform

Multiple Sites World-Wide Streaming Large Scale
HD Media

Various Scenarios (One to Many, Many to One,
Many to Many - Simultaneously Among All
Locations, etc.)

ST “RLIGHT"



High Performance Digital Media

For Many Classes of Media Streams, Common L3
Techniques Are Not Sufficient

L1/L2 Techniques Have Been Shown to Be Key
Enablers for Such Media Streams

L1/L2 Capabilities Can Be Used As Primitives to
Design Infrastructure that Will Support HPDM
Services

Emerging Potentials Also for New L3 Techniques

Requirements: Architecture, Technology, Integrated
Service Model

ST “RLIGHT"



L1/L2 Multicast

« L2 Frame Duplication in Software
e Optical Multicast

L1 Unidirectional Capability for Obtaining a 1 Gigabit
Ethernet Stream and Duplicating It To Several (1:N)

« Technique Can Be Used With SONET/SDH Contiguous
or Virtual concatenation
— At a Single Node
— Using a Continuing Series of Nodes
— Nodes Can be Remote, Local, or Local and Remote

« Techniques Can Be Extended Through Processes Using
MAC Addressing
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HPDMnet With L2 Multicast (Simple Case, One to Many)

Multi-

Domain .
Controller Multi-
-k N Domain
Controller
L2 Fabric
y 4

oy —
L2Core e SuActh

Switch

—
L2 Core

Switch Replication Farm

(Distributed)

L2 Core L2 Core

switch <& ] Switch
X -
Data Plane - 4
Optical Transport
- \
>< L1 Fabric Optical Layer —
Switched Lightpaths

ah

X
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HPDMnet With L1 Multicast (Simple Case, One to Many)

Multi-

Domain .
Controller Multi-

-k N Domain
Controller

L2 Fabric

L2 Core M

Switch

1

L2 Core
Switch

L2 Core
switch : ]

M
Data Plane - 4 :x: r“
Optical Transport ' \
>< L1 Fabric Optical Layer —
:x: Switched Lightpaths

1:3
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Topology for L1 Dynamic Optical Multicast SCO6 Demo

0C192/5TM64
mm 10GE LAN
N 110G WAN

750 Mbps Hi-Def video
Baton Rouge 4x1:2 optical multicast: Netherlight HDXc/OME

(LSU Class)

3x1:3 optical multicast: Tampa OME
— LY

D ptlcal N
6509 Nortel i
EnLIGHTened
Wave N

3
SDYEN Starlight 4x750 M \< \1
(mode “A”)

750 Mbps

o2
Optical

Catalyst multicast

65xX

Nortel
OME
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Topology for L2 Multicast SCO6 Demo (L2 Stream Duplication)_ . 195 crevear

mm 10GE LAN
N 710G WAN

1.5 Gbps Hi-Def video

Baton Rouge = )
(LSU Class) Layerl and Layer2 networking

omo) o3
- Starlight
Calient }
1 Netherlight

4.__
2

1.5 Gbps

Nortel
HDXc

6504
i
E1200

McLEAN
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& International High =
performance Digital

» Media With Dynamic
® Optical Multicast

HPDM Demos
at SCO06
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National Center for Learming and Teaching
in Nanoscale Science and Engineering

This simple educational tool simulates a single slit experiments for parameters such as
different slit size and different incident light waveleng th.

A0 micrometers

Minl- tha sdrtiiws to maae dn Crdehiava el asmsnaar dn o s arse dnarh

1. Choose the color of light source. Wavelength
appears in nanometers

Indigo( | 465 | nm )
-]'- ]

3E0 i aEl

2.Choosze slit size in multiples of incident
wavelength

Aperture size is ?..

0.5h 104

3. Fun test and watch the anitmation

[ Fun Test ] [ Animate ][Stup]

D

1 15
Frame & 5, ime iz 1158

Legend

-2550 n 2550

oy

iy

A

AT

gsv

B

[

|
1

ﬂ Inkternet

99%



|File Edit  View Favaoribes  Tools  Help ﬂ!‘ |

“ELT National Center for Learming and Teaching Wi 8
I in Nanoscale Science and Engineering 1;:;:: » ¥ () Settings

This simple educational tool simulates a single slit experiments for parameters such as
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The Future Internet (NSF Perspective)

Reliable

Trustworthy

Secure

Capable of

— Enabling New Services and Applications

— Being Integrated with Pervasive Computing
— Being Improved Dramatically

— Providing Create New Opportunities for Social Improvements
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“New Internet” Research Topics

Theoretical Foundations

New Basic Concepts for Architecture, Protocols

Methods
New Core Functionalities

New Technology (Through Other NeTS Programs and

ENG)

Security
Reliability
Privacy
Accountability
Manageability
Usability

Net Economics
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FIND Concepts

* NSF NeTS Program: Future INternet Design
 In 3 Years the Internet Will Be 40 Years Mature
By All Major Measures, It Has Been an Outstanding Success

 Yet, There Are Problems, Related To
— Flaws in Existing Architecture and Technology
— Limitations
— Deterioration of Basic Protocols
— “Calcification”
— Enhancing Existing Architecture and Technology
— Migrating to New Services and Capabilities

— Taking Advantage of New Innovation, e.g., Sensor Nets, Software
Radios, Mobile Nets, Ad Noc Nets, Virtual Nets, Optical Net, Highly
Secure Nets, Lightpath Switching, Optical Packet Switching,
Photonics, etc.
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FIND Challenge: Migrating The Internet Forward

« The Future Internet Here is Broadly Defined, Includes e-2-e, Highly
Distributed Systems, Edge, Access, Core, etc.

« Must Incorporate Best of Existing Concepts Plus New Innovation

« The Inertia Caused By the Current Installed Base Presents a Major
Problem for Innovation

 Question: How To Create a “New Internet,” When the Existing
Internet Is a Barrier To Innovation

« A *“Clean Slate” Approach Is Required — No Preconceptions
« New Paradigms, Architecture, Protocols, Technologies
« Migration of Highly Disruptive Technologies from Labs

* New Research Approach and Processes
— Allowing Major Innovation, Not Only Incremental Improvement
— Providing Major Large Scale Experimental Facilities (Ref: GENI)
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FIND - New Process

 Traditional = Not “Goal Oriented”

 FIND =*“Goal Oriented” (i.e., Creating a Future Internet)
o Traditional Short Term

e FIND =Long Term

 Traditional One-Time Funding

 FIND = Sustained Funding

o Traditional = Single Phase

 FIND = Multiphase (Architecture Exploration, Convergence,
Simulation, Emulation, Large Scale Experimentation, ref: GENI)

 Traditional = Competition, Best of Class

 FIND =*Competitive Cooperation” (Partnership to Create the Future
Internet

« The FIND Program Requires an Experimental Instrument (GENI)
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GENI Concepts

NSF GENI Program: Global Environment for Network
Innovation

« “GENIIs An Open, Large Scale, Realistic Experimental
Facility That Will Revolutionize Research in Global
Communication Networks.”

« “A Central Goal of GENI is To Change the Nature of
Networked and Distributed Systems Design To Integrate
Rigorous Theoretical Understanding with Compelling
and Thorough Experimental Validation.”

« GENI = An Experimental Instrument, Like a Synchrotron
for High Energy Physics

Q Source: Guru Parulkar NSF ST RLIGHT"



New GENI Processes

 Theoretical Conceptual Innovation
e Analysis =>
— Simulation
— Emulation
— Analysis =>
e Large Scale Experimentation
e Analysis
e Migration to Internet at Large
 First Class Software Development Methods
— Open, Well Designed Architecture

— Open Protocols
— Open Source
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GENI Stages

e Science Plan
 Requirements Definition

e Faci
e Faci
e Faci
e Faci

ities Design

ities Implementation
Ities Operation

Ities Technology Refresh

 Very Much Like Other Large Scale Science
Instruments, Telescopes, Synchrotrons,
Supercomputers, etc.
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GENI Facility

Distributed Services

N

Generalized
Management

And Control (GMC)

Physical Substrate

GMC = name space for
users, slices, resources, interfaces, access channels etc
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GENI Vocabulary

 Physical Substrate: Accessible Hardware Resources

« Slice: Virtualized or Partitioned Resources

« Embedding: Slices are Embedded in Substrate

 Building Blocks: Nodes, Links, Subnets

« Software Management Framework: Enables Embedding in Substrate
 Generality: Programmability

» Fidelity: Exposure of The Appropriate Level of Abstraction (e.g., via APIs)
e User Access: Ability To Use Real User Traffic as Part of Experimentation
 Controlled Isolation: Ability to Access Legacy Internet

« Diversity and Extensibility: Ability To Experiment With Many Technologies
None Exclusive

 Wide Deployment: Hundreds of PoPs
 Observability: Substantially Instrumented
e Sustainability: Partnership Federations

« Backbone Facilities, VMs, Net Prog Processor, Blades, Programmable
Routers, Reconfigurable Virtual and real circuits, Dynamic Lightpaths

Q ST/ RLIGHT"
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StarLight — “By Researchers For Researchers”

StarLight is an experimental
optical infrastructure and
proving ground for network
services optimized for
high-performance applications
GE+2.5+10GE
Exchange

Soon:

Multiple 10GEs
Over Optics —
World’s “Largest”
10GE Exchange
First of a Kind

Enabling Interoperdii

At L11 L21 L3 Viefrmtarl_.ivgh.t

i

—
3

Abbott Hall, Northwestern University’s
Chicago downtown campus

[
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StarLight Infrastructure

StarLight is a large research-friendly co-location facility with
space, power and fiber that is being made available to
university and national/international network collaborators
as a pomt of presence in Chicago
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StarLight Supports All Major National and
International Networking Testbeds

o StarLight Was Designhed To Support Advanced Networking
Communications Innovation

o StarLight Has Introduced Multiple Architecture, Services and
Technology Innovations

o StarLight Supports 12 Major Local, National and International
Experimental Communications Testbeds
« Several Additional Testbeds Will Be Announced Soon
— Extensions to the TeraFlow Testbed
— TeraFlow Network
— Flow Stream Testbed
— C(ON)2
— HPDM Testbed

?EL ST/ RLIGHT"



OMNInet Network Configuration Phase 2 (Extended Via
Demonstrations Nationally and Internationally)

» 8x8x8\ Scalable photonic switch
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National Lambda Rall
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National Lambda Rall

Wireless Subnet N\E = Programmable
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= Programmable Cluster p: Peering Point




ICAIR: Founding Partner of the Global Lambda Integrated Facility
Available Advanced Network Resources

GLIF is a consortium of institutions, organizations, consortia and country
National Research & Education Networks who voluntarily share optical
networking resources and expertise to develop the Global LambdaGrid for the
advancement of scientific collaboration and discovery.
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Visualization courtesy of Bobéterson, NCSA; data compilation by Maxine Brown, UIC.
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Global Lambda Integrated Facility (GLIF)

Distributed Multidomain Services

Directly Addressable Key Resources,
Distributed Management Including
And Control Planes APIs

Dynamic Optical Networks and Related
Resources

DMCP = *“Facility Intelligence”
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Network Description Language for the GLIF

4} NDL for the GLIF - NDL Generator - Microsoft Internet Explorer E] o
I
i

File Edit View Favorites Tools  Help

OBack @ ﬂ ﬂ ' P Search Y Favorites {F‘

Address @] hkkpsffteafficight .uva, netherlight. il {MOL-demoMOL-Gener ator bl e’ a G0 Links ‘i‘a i

NDL for the GLIF - NDL Generator

MDL - Metwark Description Language - is an antalogy for description of thybrid) networks, aimed at facilitating the inter and intra damain lightpath provisioning. The GLIF
collaboration makes use of MDL to describe each individual domain, allowing for example the generation of global GLIF netwark maps.

£y

This page will guide you through the generation of 2 NDL file that describe your network,

Step 1 -Location

Indicate the identifier and the human readable name of the network that is going to be described in NDL.

|dentifier (Human-readahle) Mame

Provide also the latitude and the longitude of this location. Both latitude and longitude should use floating point notation.

Latitude Longitude

Step 2 -Devices

Indicate the nare of the devices present in the network. Ifyou need to describe more devices just press "Add a Device"

Device

Device

Device

Add a Device

2] Dane @ Internet

Source: GLIF/SURFnet/GigaPORT ST “RLIGHT"




NDL WS, Validator, I\/Iaps GOLE Descrlptlon

Y T e v—y— Fxplorar

3 NDL for the GLIF - NDL Validator - Microsoft Internet Explorer
Fle Edb View Favorites Todls Help
Qouct - %] [&) () Pseach §praories &

Ackess ] betptrafiioht.va.netherlcht. DL demojhioL valdator. el v Do s ? &-

NDL for the GLIF - NDL Validator

NDL - Network Description Language - is an antology for description of (hybrid) networks, aimed at faciltating the inter and infra dormain lightpath provisioning. The GLIF
collahoration makes use of NDL o deseribe each indiidual domain, allowing for example the yeneration of global GLIF network maps

This page will provide you with tools o valdate an NDL fle. We provide here two types ofvalidation

+ Syntaxvalidation
+ Contentvalidation

Syntax validation
e can validate thatthe ML file you generated is written following the latest NDL schema. You justneed to cut and paste itin the space below and youwill getback feedback on

its walicity

Plaase paste your NDL e below:

2 Interactive GLIF Map - Microssit Internet Fxp

€1 Sere Fovurtes {4

5] ittt science, i~ vchany o goagienap el

The map shown hove shows several LI g puists for which we erealed N0 descriptions. The deserptions thel this map is based o

The senpt that £ the data from tere distnbubed descnplions 1 © Jeroen van der Ham, but will be published hare soon

Terenta,

[Tl abomnte [, 3 Deracon G M

Source: GLIF/SURFnet/GigaPORT

Samch Favortns <"

List of devices
[ geDmuices

List of intarfaces

lat o ponnactians

[0 2w Bopiorms = [ Aot ot i
<ndl;:Interface rof:
<ndl: nane‘qctﬂerllght if 5
<ndl:connectedTo

</ndl:Interface>

rndl Inturfacc

<rdfs:seeAlso

rndl Intorface
<ndl: nane=ﬂctncrllght if 6"ﬁd1 name>
<ndl:connectedTo

</ndl:Interface>

ST “RLIGHT"



JGN Il Network Topology Map
National Institute for Information Communication Technology

(NICT)

. <10G>
Access points -Ishikawa Hi-tech Exchange Center <100M> ' o
(Tatsunokuchi-m achi, Ishikawa Prefecture) - Hokkaido Regional Network Association
O Core network nodes <100M> AP * (Sapporo)
=Toyama Institute of Information Systems (Toyama)
ds = Fukui Prefecture Data Super Highway AP *  (Fukui) !
1G> Sappaqro e
-Teleport Okayama Okayam a) <10G> ) ) )
. Hiroghim a Unyiversity (Higasr(ﬂ Y ) * Kyoto University (Kyoto) =Tohoku University (Sendai)
Hiroshima) - Osaka University (Ibaraki) *NICT wate IT Open Laboratory
<100M> <1G> <100M> (Takizaw amura, lw ate Prefecture)
*Tottori University of * NICT Kansai Advanced Research Center (Kobe) - Niigata University <100M> .
Environmental Studies (Tottori) | | <OOM> (Nigata) [l * Hachinohe Institute of Technology
*Techno Ark Shimane (Matsue) ‘Lake Biwa Data Highway AP * ~ (Chtsu) *Matsumoto Information i (Hachinohe, Aomori Prefecture)
- New Media Plaza Yam aguchi * Nara Prefectural Institute of Industrial Creation Center *Akita Regional IX * (Akita)
(Yamaguchi) Technology (Nara) (Matsumoto, = Keio University Tsuruoka Campus
*Wakayama University (Wakayam a) Nagano Prefecture) ) (Tsuruoka, Yamagata Prefecture)
* Hyogo Prefecture NishiharimaTechnopolis =Aizu University (Aizu Wakamatsu)
(Kamigori-cho, Hyogo Prefecture)
<10G>
e ; ; =Tokyo University
= Kyushu University (Fukuoka) Fukuoka Sendai . (Bunkyo Ward, Tokyo)
<100M> . = NICT Kashima Space Research Center
*NetCom Saga (Saga) NICT Kita Kyushu IT Kanazawa (Kashima, Ibaraki Prefecture)
* Nagas aki University Open Laboratory <1G>
(Nagas aki) = Yokosuka Telecom Research Park
= Kumamoto Prefectural Office (Yokosuka, Kanagawa Prefecture)
(Kumamoto) <100M>
=Toyonokuni Hyper Network AP = Utsunomiya University (Utsunomiya)

= Gunma Industrial Technology Center
’ ) ] ) (Maebashi)
= Reitaku University
(Kashiwa, Chiba Prefecture)
* NICT Honjo Information and
Communications Open Laboratory
(Honjo, Saitam a Prefecture)
T Tsukuba * Yamanashi Prefecture Open R&D
Center
(Nakakoma-gun, Yamanashi Prefecture)

*(Qita)
=Miyazaki University (Miyazaki)
= Kagoshima University
(Kagoshima)

D-CO
o 10 ‘Ghps & StarLight
<100M>
= Kagawa Prefecture Industry Promotion
100M>
Center (Takamatsu) U _
= Tok ushim a University (Tok ushim &) | Nagoya University (Nag OS)G?%uok 2

) h . = University of Shizuoka (
= Ehime University (Matsuyama) . A C G
- Kochi Univers ity of Technology Softopia Japan (Ogaki, Gifu Prefecture)

(Tosayam ada-cho, Kochi Prefecture) - Mie Prefectural College of Nursing (Tsu) SO U rC e \J Cﬁl I




Early Testbed Diagram

o T— To Asia

To Canada To Europe

N
Bl R

Cisco/UItraLight wave

l‘ TUL
San Dlego

Raleigh

MCMNCRY ¥

Q ST “RLIGHT"


http://www.optiputer.net/index.html
http://www.optiputer.net/index.html
http://www.startap.net/starlight/index.html

EnLightened/G-Lambda Demo at GLIF

Resource map of the demo

VC1
(NCSU)

BT1
EU_SU}

Pelican

Source: EnLightened;G-Lambda ST tRLIGHT"



10GE CAVEwave
on the National LambdaRail
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DOE’s UltraScience Net is at StarLight

A Circuit-Switched Testbed
for DOE’s Next-Gen Network

S,ulpnwale

— Aoy
3 -.-1{,‘. fiﬂ'_'jr

g w1 E
A
Dual 10Gbs SONET Backbone
MPLS (Via ESnet)

Access Links

r——— " Office of
Ny W= |Science

PARTMENT OF ENERGY

Switching Hubs

Storage or Other Res,
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USN, ESnet, and CHEETAH

DOE-USN
NSF-CHEETAH

—— DOE-ESnet

Q Source: DOE ESnet ST/ RLIGHT"™



Multiple Relevant ITU SIG 15 Standards

 Requirements for Automatic Switched Transport Networks (G.807/Y.1302)
 Architecture for Automatically Switched Optical Networks (G.8080/Y.1304)
 Architecture and Requirements for Routing in the ASON (G.7715.1/Y.1706)

« ASON Architecture and Requirements for Link State Protocols
(G.7715.1/Y.1706.1)

 Architecture of Ethernet Layer Networks (G.8010/Y.1306)
« Ethernet UNI and Ethernet NNI (G.8012/Y.1308)

 Characteristics of Ethernet Transport Network Equipment Functional
Blocks (G.8021/Y1341)

« Ethernet Over Transport — Ethernet Service Framework (G.8011/Y.1307)
« Ethernet Private Line Service (G.8011.1/Y.1307.1)

 Ethernet Virtual Private Line Service (G.8011.2/Y.1307.2)

 Generic Framing Procedure (GFP) (G.7041/Y.1303)

Q ST/ RLIGHT"
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Report of the Interagency
Optical Networking Testbed Workshop 3

September 7 — 8, 2006
Tokyo, Japan

Jointly Sponsored by the
Department of Energy Office of Science

National Science Foundation
National Institute of Information and Communications Technology

Joint Enginecring Team
of the Networking and Information Technology
R&E Program’s
Large Scale Networking Coordination Group
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Communications of the ACM (CACM)

i i hs of S ity b
VO I u m e 461 N u m b er 1 1 mgglzssmljntg‘:net Bgfapia'}!:e;ijrting -Ig?rflim:rti:goﬁrms Oggg;:'tll':y ’
November 2003

Special issue: Blueprint for the Future of CﬂMMN]CATIﬂNS
High-Performance Networking

of the ACM

BLUEPRINT FOR THE FUTURE OF S ——

* Introduction, Maxine Brown (guest editor) HIGH-PERFORMANCE = -
« TransLight: a global-scale LambdaGrid for | NETWORKING
e-science, Tom DeFanti, Cees de Laat, Joe f
Mambretti, Kees Neggers, Bill St. Arnaud

* Transport protocols for high performance,
Aaron Falk, Ted Faber, Joseph Bannister,
Andrew Chien, Bob Grossman, Jason Leigh

» Data integration in a bandwidth-rich world,
lan Foster, Robert Grossman

 The OptlPuter, Larry Smarr, Andrew Chien,
Tom DeFanti, Jason Leigh, Philip
Papadopoulos

» Data-intensive e-science frontier research,

: SOPTWARE
r_Hg\./ey Newman, Mark Ellisman, John Orcutt
www.acm.org/cacm ST RLIGHT"



IEEE
Communications
March 2006
Special Issue on
“An Optical
Control Plane for
the Grid
Community”

MAGAZINE
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IGrid 2005 Proceedings Available!

Special issue on iGrid 2005: The Global
Lambda Integrated Facility
27 referred papers!

E bl
= < =
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o
=
=
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-

iy £
GRHID EOMPUTING:
THEORY,

METHODS
& APPLICATIONS

Smairr, Larry, Maxine Brown, Tom
DeFanti and Cees de Laat (guest editors)

Future Generation Computer Systems,
Volume 22, Issue 8, Elsevier, October
2006, pp. 849-1054

“Computational Astrophysics Enabled By
Dynamic Lambda Switching,” ICAIR

(Q_, ST ‘RLIGHT"

www.elsevier.com/locate/future
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www.startap.net/starlight

Thanks to the NSF, DOE, DARPA
and Other Supporters
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